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TEXTE

Le déve lop pe ment de grands modèles de langage 1 tels que
ChatGPT (Gene ra tive Pre- trained Transformer) d’OpenAI et Mistral AI,
suscite l’intérêt de la commu nauté scien ti fique, notam ment pour leur
usage et leur inté gra tion dans la recherche. Le champ des études
parle men taires constitue, lui, un terrain parti cu liè re ment fertile pour
évaluer le poten tiel des grands modèles de langage pour l’analyse de
textes. En effet, son objet d’étude – le Parle ment – produit une vaste
quan tité de données (débats, scru tins, amen de ments, lois,
procé dures, etc.) explorée par les spécialistes 2. Les LLMs offrent des
possi bi lités en matière d’auto ma ti sa tion de la collecte de données
parle men taires massives, qu’elles proviennent de vidéos,
d’enre gis tre ments audio ou de discours retrans crits, tout en
simpli fiant leur caté go ri sa tion et en permet tant des analyses
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textuelles appro fon dies. Des modèles entraînés pour raient égale ment
combler les données partielles ou manquantes, en recons ti tuant par
exemple des débats histo riques. Enfin, certains modèles pour raient
renforcer les expé riences en études parle men taires, notam ment dans
la modé li sa tion de compor te ments, puisqu’ils permettent de simuler
des réponses simi laires à celles de l’humain 3.

Si les LLMs ont le poten tiel d’élargir les travaux et la profon deur des
analyses en sciences sociales 4, leur inté gra tion en études
parle men taires doit être envi sagée avec prudence. En effet, le champ
s’appuie sur une gamme de méthodes quan ti ta tives (analyse de
contenu, expé riences) et quali ta tives (entre tiens et ques tion naires)
pouvant tirer parti des capa cités offertes par les LLMs, mais exige
une réflexion sur leurs impli ca tions métho do lo giques et éthiques. Par
ailleurs, les systèmes d’IA rejoignent déjà les capa cités humaines dans
plusieurs domaines, tels que la recon nais sance vocale, d’image et
d’écri ture manus crite, ou encore la compré hen sion du langage, et
tendent à y parvenir dans d’autres (raison ne ment prédictif et tests de
connais sances générales 5). Dans ce contexte, le déve lop pe ment des
grands modèles de langage inter roge le devenir du champ des études
parle men taires et de leurs spécia listes : assiste- t-on à un tour nant
métho do lo gique ? Autre ment dit, la puis sance des modèles d’IA
ques tionne le cher cheur sur son propre rôle, sur la nature de son
travail ainsi que sur la fiabi lité des résul tats face aux poten tiels biais
et hallu ci na tions de ce type de modèle.

2

Cet article explore l’inté gra tion des grands modèles de langage
comme nouvel outil métho do lo gique en études parlementaires. 
Nous présen te rons d’abord un pano rama des fonc tions exis tantes et
poten tielles de l’IA à usage général dans l’étude des parle ments (I).
Nous consta te rons l’inté gra tion concrète des outils d’IA au sein des
assem blées parle men taires (A), nous ferons égale ment un état des
lieux des usages poten tiels de l’IA dans l’étude des parle ments (B).
À ce titre, nous notons que notre revue de litté ra ture est marquée
par une prédo mi nance des publi ca tions en langue anglaise. Nous
l’expli quons en partie par l’influence des legis la tive studies 6, où
l’analyse de contenu – une méthode pour laquelle les LLMs
présentent le plus grand poten tiel – est parti cu liè re ment présente,
ainsi que par la prépon dé rance des publi ca tions en anglais
concer nant les LLMs. Ce phéno mène pour rait être attribué aux
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pratiques et inci ta tions univer si taires qui encou ragent la publi ca tion
en anglais pour atteindre un public plus large 7.

Dans la section suivante (II), nous illus tre rons les capa cités des LLMs
avec la prédic tion de l’orien ta tion idéo lo gique des députés fran çais
lors des débats à l’Assem blée natio nale sur la réforme des retraites et
de la loi immi gra tion en 2023 à l’aide de ChatGPT- 4 d’OpenAI. Cet
exemple permettra de mettre en lumière le poten tiel analy tique (A) et
les limites des modèles de langage dans l’étude des compor te ments
légis la tifs. Enfin, nous évoque rons plus large ment les impli ca tions
métho do lo giques et éthiques de l’usage des outils d’IA en études
parle men taires (B).

4

I. Pano rama des usages exis tants
et poten tiels des modèles d’IA
Après avoir présenté les enjeux de l’inté gra tion des modèles d’IA en
études parle men taires, il convient main te nant d’explorer les usages
exis tants et poten tiels dans le champ, aussi bien en méthodes
quan ti ta tives qu’en méthodes qualitatives.

5

A. L’inté gra tion concrète des outils d’IA
au sein des assem blées parlementaires
Les outils d’intel li gence arti fi cielle sont déjà inté grés dans la réalité
parle men taire, que ce soit pour des usages élec to raux ou légis la tifs.
Par exemple, l’IA géné ra tive permet de réduire les coûts de
mobi li sa tion militante 8, et présente des résul tats promet teurs en
matière de persua sion des électeurs 9. Dans les parle ments, plus de
200 utili sa tions poten tielles de l’IA sont recensées 10 et certains
services parle men taires déve loppent déjà des outils d’IA 11. Ceux- ci
peuvent faci liter le clas se ment de grandes quan tités de données,
ainsi que contri buer au travail de légis tique, comme en France avec
LLaMan de ment, déve loppé par le minis tère de l’Économie et
des Finances 12. D’autres outils aident à la trans crip tion et à la
traduc tion des débats, comme le système STAAR 13 au Portugal, ou à
l’accom pa gne ment dans le cadre des consul ta tions publiques, comme
au Brésil avec un modèle d’analyse de l’opinion publique sur les lois 14.

6



L’intelligence artificielle en études parlementaires : vers un tournant méthodologique ?

B. Les usages poten tiels des outils d’IA
en études parlementaires
Cette section propose un pano rama des appli ca tions des modèles de
langage comme outil métho do lo gique en études parle men taires. Il
s’agit d’explorer le poten tiel dans l’analyse de contenu, notam ment
pour étudier le contenu des débats, dans la réali sa tion de grilles
d’entre tien et de ques tion naires, ainsi que pour la trans crip tion
d’archives histo riques et la concep tion d’expé riences en
études parlementaires.

7

1. Le prin cipal poten tiel des LLMs : l’analyse
de contenu

La vaste quan tité de données produites par les assem blées
légis la tives (scru tins, amen de ments, comptes rendus de séances,
rapports, etc.) a long temps été peu exploitée par les cher cheurs en
raison de la diffi culté de les compiler dans des formats utili sables et
de l’absence de méthode d’analyse de contenu approprié 15. Ainsi, les
prin ci pales études des compor te ments parle men taires étaient
limi tées à l’analyse des scru tins nomi naux. Cette approche a pour tant
été utile pour comprendre notam ment la cohésion 16 et
l’unité partisane 17, ainsi que la disci pline des députés 18, même si elle
est limitée par la dispo ni bi lité des données de vote 19. Bien que le cas
fran çais présente le prin cipe de publi cité des votes en
séance publique 20, le vote à main levée est la procé dure la plus
courante à l’Assem blée natio nale, rendant la capture de la plupart des
posi tions plus diffi cile, car elles ne sont ni enre gis trées ni publiées au
Journal officiel.

8

Le déve lop pe ment rapide de la science des données a fait évoluer la
disci pline vers l’analyse de contenu, fondée sur l’approche text
as data 21, notam ment afin de combler les lacunes rela tives aux
données sur les votes indi vi duels. Les débats parle men taires sont
donc devenus une source impor tante dans la recherche en science
sociale, parti cu liè re ment pour carto gra phier les argu ments et les
contro verses ainsi que pour comprendre les rôles au sein
des assemblées 22. Si l’approche lexi co mé trique a été davan tage
employée pour observer les rôles dans le cas hexagonal 23, la
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litté ra ture anglo phone a davan tage exploré les préfé rences et
l’idéo logie des députés 24, les enjeux et les saillances des sujets des
agendas parlementaires 25, ainsi que la qualité de la repré sen ta tion
des inté rêts des élec teurs – égale ment appelée repré sen ta tion
substan tive, par exemple en ce qui concerne le genre 26 – à travers
l’analyse de contenu.

Les travaux ont ainsi rapi de ment intégré les tech niques
compu ta tion nelles et de l’appren tis sage auto ma tique pour analyser
les posi tions idéologiques 27. L’une des méthodes utili sées est le
« plon ge ment lexical » (word embeddings), qui trans forme les mots en
ensembles de nombres (vecteurs) pour repré senter les discours
légis la tifs. Cette tech nique permet de regrouper des mots ayant des
signi fi ca tions proches, faci li tant notam ment l’analyse des discours
des députés au fil du temps, comme c’est le cas avec
l’algo rithme Word2vec 28. Récem ment, des travaux ont employé des
modèles plus complexes, de type trans former (tels que BERT et plus
récem ment RoBERTa 29 ou ChatGPT) 30, pour déter miner les
posi tions idéo lo giques des députés dans le contexte des débats. Ces
modèles permettent une compré hen sion plus fine du langage en
regrou pant les mots en séquences, offrant ainsi une repré sen ta tion
plus dyna mique que les vecteurs de mots. Une étude récente
analy sant la rhéto rique émotion nelle lors des débats à l’Assem blée
natio nale entre 2007 et 2024 illustre les capa cités de ChatGPT- 4 à
iden ti fier les émotions et la pola ri sa tion dans les discours durant
cette période 31.

10

Ces modèles d’appren tis sage profond se distinguent par leur grande
adap ta bi lité, leur capa cité à contex tua liser et à raisonner tout en
trai tant rapi de ment de vastes quan tités de données, parti cu liè re ment
dans leurs versions les plus perfor mantes. L’utili sa tion de ces
systèmes pour analyser le compor te ment légis latif est très
promet teuse, notam ment parce qu’ils n’ont pas néces sai re ment
besoin de préa la ble ment « connaître » les députés pour comprendre
l’orien ta tion idéo lo gique de leurs discours 32. Ce posi tion ne ment peut
en effet être calculé en fonc tion du voca bu laire utilisé, certains mots
étant plus suscep tibles d’être asso ciés sur le plan séman tique aux
idéo lo gies de gauche ou de droite. Pour résumer, les LLMs ouvrent la
voie à des analyses de plus grande ampleur, tant dans le temps que
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dans les quan tités de données exploitées 33, et présen tant des
esti ma tions compa rables à celles de spécialistes 34.

2. Améliorer les entre tiens et ques tion naires
aux députés

Les préfé rences, les atti tudes ainsi que le travail des parle men taires
sont aussi explorés en profon deur à l’aide d’entre tiens et
de questionnaires 35.

12

Les LLMs peuvent aider à la concep tion et à l’élabo ra tion des guides
d’entre tien et des ques tion naires (par exemple, formu la tion plus
claire et neutre). Certains modèles sont capables de produire des
messages de type humain et il est envi sa geable de simuler des
entre tiens grâce aux modèles préen traînés, à la lumière des travaux
de Ken Kato et al. 36, qui ont réussi à créer des discours de députés
japo nais. D’autres modèles open source comme Whisper AI faci litent
la trans crip tion et pour raient aider dans le codage quali tatif des
entre tiens, par exemple pour la caté go ri sa tion et l’inter pré ta tion de
ce type de données 37.

13

Néan moins, le recours à ces outils présente des limites. Par exemple,
la confi den tia lité des entre tiens peut être compro mise si les LLMs
dépendent de serveurs externes. Par ailleurs, certains modèles
peuvent repro duire les biais socio cul tu rels issus de leurs
données d’entraînement 38, que l’on pour rait retrouver en cas de
produc tion de discours parle men taires. Enfin, sans précau tions de la
part des cher cheurs, il y a un risque de distor sions dans
l’inter pré ta tion des propos des parle men taires ou dans la formu la tion
non neutre dans un ques tion naire administré.

14

3. Élargir l’explo ra tion de données

Les LLMs offrent égale ment des possi bi lités pour accéder à de
nouvelles sources de données, notam ment les archives. La
numé ri sa tion des sources gouver ne men tales a permis aux histo riens
du parle men ta risme de capturer numé ri que ment une quan tité non
négli geable d’archives 39, conso li dant les données primaires. Par
ailleurs, de nouveaux usages émergent avec la recon nais sance de
l’écri ture manus crite (hand written text recog ni tion – HTR). Cette

15



L’intelligence artificielle en études parlementaires : vers un tournant méthodologique ?

tech nique, capable de repro duire un texte trai table par machine à
partir d’images de manus crits histo riques, assure des résul tats
inté res sants et certains logi ciels comme Trans kribus sont devenus
plébis cités par la commu nauté des chercheurs 40. Les plus récents
grands modèles de langage sont aussi très promet teurs dans ce
domaine, en rédui sant consi dé ra ble ment les taux d’erreurs de
retrans crip tion d’archives manus crites compa ra ti ve ment aux outils
de HTR conventionnels 41. D’autres modèles, entraînés sur des
corpus historiques 42, offrent des pers pec tives inté res santes afin de
contex tua liser et de mieux comprendre certains docu ments légaux.
Enfin, leur capa cité à analyser des contenus multi mo daux, incluant
images, vidéos et audios, renforce leur poten tiel pour étudier des
données qui, jusqu’à présent, étaient diffi ciles à traiter. L’étude
récente de Marie Puren et al. 43 illustre bien comment l’utili sa tion du
trai te ment naturel du langage sur les débats à la Chambre des
députés en France, au XIX  siècle, peut enri chir l’analyse de ces
archives, en faci li tant l’accès et l’explo ra tion de ces données
complexes. En résumé, l’utili sa tion de ces modèles constitue un
terrain fertile pour mener des analyses sur le temps long, pour
comparer tant les époques que les cas et diffé rents types de contenu.

e

Comme souvent, l’absence de données constitue l’une des prin ci pales
limites pour l’analyse des parle ments. Par exemple, certaines
assem blées légis la tives provin ciales cana diennes ne disposent de
retrans crip tions de leurs débats que depuis la seconde moitié du
XX  siècle 44. Ainsi, grâce aux tech niques permet tant de retracer la
struc ture discur sive des débats parle men taires existants 45 (émotions,
argu ments) et à des modèles entraînés avec des données exis tantes
sur les parle men taires (genre, circons crip tion, parti poli tique, etc.), il
serait possible non seule ment de retracer la posi tion des
parle men taires, mais aussi de générer le discours type selon le
contexte (période parle men taire, texte travaillé, posi tion vis- à-vis du
gouver ne ment, scru tins). La recons ti tu tion de ce type de débats
permet trait un suivi dyna mique de l’évolu tion des idées, aidant à
iden ti fier des tendances dans les discours parle men taires dans le
temps. Elle ouvri rait égale ment la voie à l’explo ra tion expé ri men tale
de diffé rents scéna rios parle men taires alter na tifs plau sibles par
le passé.

16
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4. Modé liser les compor te ‐
ments parlementaires

Dans cette pers pec tive, les LLMs peuvent égale ment être utiles dans
les méthodes expé ri men tales en études parle men taires. Les
expé riences sont deve nues une méthode d’enquête impor tante en
science poli tique à la fin du XX  siècle 46, et l’étude des parle ments n’y
fait pas exception 47. Ainsi, les modèles de langage préen traînés
pour raient modé liser des scéna rios complexes en simu lant des
inter ac tions entre les parle men taires, en matière de compor te ment
de vote, selon les coali tions parle men taires ou encore selon les
chan ge ments formels (par exemple, chan ge ment de procé dures) ou
poli tiques au sein des assem blées légis la tives. Bien que des cadres
analy tiques fondés sur des modèles infor ma tiques existent déjà 48, ils
sont souvent limités par leur simpli cité et leur manque de réalisme.
Les LLMs ouvrent ainsi la voie à des compor te ments beau coup plus
sophis ti qués, permet tant de tester diverses théo ries, hypo thèses et
scéna rios contre- factuel, dans un envi ron ne ment simulé qui ne
néces site pas l’inter ven tion des législateurs. En effet, les LLMs
pour raient mener à la créa tion de simu la tions complexes et réalistes,
dans lesquelles des agents conver sa tion nels d’IA seraient amenés à
évoluer dans une inter face de type bac à sable 49. Dans de tels
scéna rios, il serait possible de peupler une assem blée de députés
virtuels en leur attri buant une biogra phie, des objec tifs légis la tifs, une
iden tité poli tique et un ensemble de règles de fonc tion ne ment. On
pour rait alors observer, par exemple, leur compor te ment légis latif en
faisant varier certaines carac té ris tiques struc tu relles ou parti sanes,
telles que les règles de procé dure, la taille de leur groupe
parle men taire ou la cohé sion parti sane. Ces simu la tions ne
rempla ce raient évidem ment pas la réalité, mais elles pour raient offrir
un envi ron ne ment expé ri mental synthé tique permet tant de tester
des prédic tions théo riques à un coût rela ti ve ment faible pour
les chercheurs 50.

17
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II. Illus tra tion et limites éthiques
de l’inté gra tion des outils d’IA
Après avoir exploré le poten tiel des grands modèles de langage, nous
faisons une démons tra tion de leur usage pour la prédic tion
idéo lo gique et du vote des députés fran çais, au sujet de la réforme
des retraites et de la loi immi gra tion en 2023. Malgré des résul tats
promet teurs, nous abor de rons les limites de l’utili sa tion de l’IA en
études parlementaires.

18

A. Exemple d’utili sa tion d’un LLM pour
estimer l’idéo logie des députés français

L’utili sa tion de grands modèles de langage, comme ChatGPT, peut
s’avérer simple ’et rapide pour effec tuer des analyses. Nous en faisons
l’illus tra tion en mobi li sant ChatGPT- 4 pour estimer l’idéo logie des
prési dents des groupes parlementaires 51 lors des débats sur la
réforme des retraites de 2023 52 et sur la loi immi gra tion de
décembre 2023 53. Ces exemples consti tuent deux moments
cris tal li sants lors des débats à l’Assem blée natio nale et ont montré les
frac tures idéo lo giques tant entre les blocs qu’au sein de ceux- ci.
Après avoir collecté 54 et anonymisé 55 les inter ven tions des députés,
nous les avons soumises à ChatGPT- 4 en lui deman dant de donner un
score idéo lo gique sur une échelle gauche- droite unidi men sion nelle
de 100 points 56, ainsi que de prédire son vote pour ou contre le
projet de loi. Nous avons conçu une requête spéci fique pour chaque
texte de loi destinée à guider ChatGPT- 4 dans l’analyse
des interventions 57. La requête struc ture l’inter ac tion avec le modèle
en plusieurs étapes : le modèle reçoit un docu ment au format JSON 58

compi lant toutes les inter ven tions anony mi sées d’un député (1) ; il
prend connais sance des argu ments présentés (2) ; et évalue si le
député est « pour », ou « contre » le projet de loi ou si sa posi tion est
« inconnue » (3) ; le modèle attribue ensuite un score sur l’échelle
gauche- droite (4).

19

Les résul tats montrent que le modèle est capable de prédire les
posi tions idéo lo giques des députés ainsi que leur vote, à l’excep tion
de trois cas pour la prédic tion de vote sur la loi immi gra tion. Alors

20
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que les données de vote sont véri fiables, car ce sont des votes
enre gis trés, nous discu tons des résul tats sur la prédic tion du
posi tion ne ment idéo lo gique des députés avec les dernières données
du Chapel Hill Expert Survey (CHES) de 2024 59.

1. Résul tats pour la réforme des retraites

Les résul tats de ChatGPT- 4 (figure 1 et tableau 1) sont simi laires aux
votes de la motion de censure trans par ti sane déposée par le
groupe LIOT 60 le 20 mars 2023. Rappe lons que le gouver ne ment
Borne a entre pris la réforme des retraites, à travers le Projet de loi de
finan ce ment recti fi ca tive de la sécu rité sociale (PLFRSS) pour 2023.
L’utili sa tion de cette procé dure budgé taire par le gouver ne ment était
alors consi dérée comme stra té gique, car elle permet tait de
contourner la procé dure légis la tive ordi naire et auto ri sait le
gouver ne ment à utiliser la procé dure de l’article 49, alinéa 3 de
la Constitution 61. Cette procé dure, utili sable sans limites dans le
cadre de la procé dure budgétaire 62, engage la respon sa bi lité du
gouver ne ment et permet de faire adopter un projet de loi sans vote
de l’Assem blée natio nale, sauf si une motion de censure est adoptée.
En réac tion au recours à l’art. 49, al. 3, deux motions de censure sont
dépo sées, l’une par le groupe RN 63, l’autre par le groupe LIOT. Pour
notre démons tra tion, nous consi dé rons la motion déposée par le
groupe LIOT comme un vote expri mant les posi tions des députés sur
la réforme des retraites plutôt que sur la respon sa bi lité du
gouver ne ment. En effet, cette motion, plus consen suelle que celle qui
a été déposée par le groupe RN et de par sa nature trans par ti sane, a
fait office de vote sur l’ensemble du texte. Au niveau de notre analyse,
nous remar quons, par exemple, que Marine Le Pen, prési dente du
groupe RN, obtient le score de 30 (centre gauche), ce qui peut
sembler surpre nant étant donné que le RN est tradi tion nel le ment
classé à l’extrême droite de l’échelle, comme le montrent les diverses
vagues du Chapel Hill Expert Survey 64 (CHES), avec un score de 8,81
sur 10 en 2024. Cepen dant, ChatGPT ne se trompe pas puisque les
posi tions écono miques du RN se sont rappro chées du centre de
l’échelle (8,7 en 1999 contre 6 en 2024 65), et la ques tion des retraites
est devenue l’un des prin ci paux thèmes de Marine Le Pen, à l’image
des enjeux socio- économiques 66. À l’inverse, le président du
groupe LR 67, Olivier Marleix, obtient le score de 60, en raison de son
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Figure 1 – Posi tion des députés sur la réforme des retraites (2023)

Crédits : Julien Robin et Jean- François Godbout 
Source : Esti ma tion des posi tions par ChatGPT- 4, voir https://chatgpt.com/share/677b208

8-73ac-8005-8465-9432c3ba5fd6.

Tableau 1 – Posi tion des députés sur la réforme des retraites (2023)

oppo si tion aux taxa tions exces sives des retraités, notam ment les plus
modestes, souli gnant que les poli tiques fiscales actuelles ont réduit
leur pouvoir d’achat. Ce score rapproche davan tage le groupe LR du
centre de l’échelle de la variable écono mique, compa ra ti ve ment aux
données du CHES en 2024 (7,81 sur 10). Nous avons aussi testé un
député consi déré comme rebelle sur ce vote au sein des LR, Auré lien
Pradié, ayant voté la motion de censure, contrai re ment au groupe 68

et malgré la disci pline de parti 69. Ce dernier obtient le score de 40,
que ChatGPT justifie par le manque de clarté du projet de réforme,
notam ment concer nant les effets néga tifs sur les carrières longues.

https://publications-prairial.fr/recp/docannexe/image/341/img-1.jpg
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Crédits : Julien Robin et Jean- François Godbout 
Source : Esti ma tion des posi tions par ChatGPT- 4, voir https://chatgpt.com/share/677b208

8-73ac-8005-8465-9432c3ba5fd6.

2. Résul tats pour la loi immigration

Les prédic tions sur la loi immi gra tion (figure 2 et tableau 2) révèlent
quelques diffi cultés. Par exemple, le modèle n’a pas su déter miner si
les députés du groupe LIOT vote raient pour ou contre le texte. Son
président, Bertrand Pancher, qui avait voté contre, obtient la note
de 45 sans prédic tion de son vote. ChatGPT le justifie par une
posi tion qu’il estime équi li brée. En revanche, le député Chris tophe
Naegelen, égale ment membre de LIOT, qui avait voté en faveur de la
loi, obtient le score de 50, mais là encore, le modèle ne parvient pas à
prédire correc te ment son vote. Cela peut s’expli quer par ses
inter ven tions nuan cées, entre la néces sité de contrôles plus stricts de
l’immi gra tion et la régu la ri sa tion des travailleurs.
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Le résultat pour le président du groupe démo crate, Jean- Paul Matteï,
est inté res sant puisqu’il obtient la note de 55, justi fiée selon le modèle
par un discours équi libré entre promo tion de l’inté gra tion et
recon nais sance de la migra tion comme une constante histo rique.
Bien que le député se soit abstenu, le modèle prédit un vote en faveur
du texte, proba ble ment en raison du rappel qu’il a fait, lors de son
inter ven tion, du soutien à la version initiale du projet de loi 70. Nous
notons que ce score est proche des données du CHES pour le parti
Mouve ment démo crate (MoDem), puisque le score est de 5,36 sur 10
en 2024 71.
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Figure 2 – Posi tion des députés sur la loi immi gra tion (2023)

Crédits : Julien Robin et Jean- François Godbout 
Source : Esti ma tion des posi tions par ChatGPT- 4, voir https://chatgpt.com/share/677b20fd

-f624-8005-b733-c1a135d70b8b.

Tableau 2 – Posi tion des députés sur la loi immi gra tion (2023)

Crédits : Julien Robin et Jean- François Godbout 
Source : Esti ma tion des posi tions par ChatGPT- 4, voir https://chatgpt.com/share/677b20fd

-f624-8005-b733-c1a135d70b8b.

En résumé, notre exemple de l’utili sa tion de ChatGPT- 4 montre qu’un
grand modèle de langage préen traîné semble capable de fournir une
esti ma tion idéo lo gique des députés, en quelques secondes et sur
l’ensemble d’un débat. Notre exemple ayant été fait à petite échelle,
un travail de recherche futur permet trait d’affiner la fiabi lité d’un tel
modèle, notam ment pour prédire la dissen sion au sein des groupes
ou les chan ge ments de groupe, par exemple.
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B. Limite et réflexion
Si notre exemple montre les faci lités d’usage d’un LLM comme
ChatGPT, ce dernier présente tout de même une barrière tari faire
pour une utili sa tion plus large. Ces modèles reposent sur des tokens –
 unités de texte pour l’analyse et la compré hen sion du contenu. Ainsi,
un texte de 1 000 mots corres pond à environ 1 500 tokens. Selon la
version du modèle, la capa cité de trai te ment des tokens est variable
et souvent limitée 72, néces si tant, pour des volumes de données
impor tants, des versions plus perfor mantes et donc coûteuses 73. Le
recours aux modèles open source tels que MiXtral (Mistral AI) ou
Llama (Meta) est possible, mais néces site une confi gu ra tion locale et
des proces seurs graphiques (graphics proces sing unit – GPU) pouvant
être onéreux. Par ailleurs, l’effi ca cité algo rith mique des LLMs repose
prin ci pa le ment sur l’utili sa tion de GPU et du cloud, dont les
infra struc tures maté rielles et le déploie ment soulèvent des enjeux
envi ron ne men taux, notam ment en matière d’extrac tion de terres
rares et de consom ma tion d’énergie 74.
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Au- delà des consé quences envi ron ne men tales, les biais
algo rith miques ajoutent de la complexité à une pers pec tive éthique
de l’usage des LLMs. Comme nous l’avons abordé précé dem ment, les
modèles préen traînés ne sont pas exempts de tout biais socio cul turel,
dont les hallu ci na tions sont une forme d’expression.
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Enfin, l’utili sa tion des LLMs inter roge le rôle du cher cheur vis- à-vis
de sa propre recherche. Leurs usages peuvent être utiles dans le
processus de recherche : revue de littérature 75,
formu la tion d’hypothèses 76 ou aide à la rédaction 77 – dont on
observe une utili sa tion croissante 78. Cepen dant, le risque est une
possible dépos ses sion du cher cheur sur son travail. Outre les enjeux
de collecte de données ou de propriété intel lec tuelle, une trop
grande impru dence dans l’usage des modèles d’IA affec te rait à long
terme l’auto nomie intel lec tuelle et la capa cité créa trice des
cher cheurs. À l’instar des appels à son alignement 79 – c’est- à-dire
l’harmo ni sa tion entre les valeurs et les objec tifs établis par les
humains et ceux qui sont pour suivis par les modèles génératifs 80 –,
une utili sa tion respon sable de l’IA, inspirée de la Décla ra tion
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NOTES

1  En anglais, large language model (LLM). Les grands modèles de langage
sont consti tués par appren tis sage profond (deep learning), à partir de
méga don nées textuelles. Ceux- ci consti tuent la base du contenu généré par
les agents conver sa tion nels pour produire des réponses en langage naturel
de façon syntaxi que ment et séman ti que ment correcte. Voir « Grand modèle
de langage », Office québé cois de la langue fran çaise, Grand
diction naire terminologique, URL : https://vitrinelinguistique.oqlf.gouv.qc.c
a/fiche- gdt/fiche/26570880/grand- modele-de-langage [consulté le
7 mars 2025].

2  J. B. Slapin et S.-O. Proksch, « Words as Data : Content Analysis in
Legis lative Studies », dans S. Martin, T. Saalfeld et K. W. Strøm (dir.), The
Oxford Hand book of Legis lative Studies, Oxford, Oxford Univer sity Press,
2014, p. 126-144, DOI : 10.1093/oxfordhb/9780199653010.013.0033.

de Montréal 81, appa raît essen tielle pour préserver l’inté grité de la
commu nauté de cher cheurs en études parlementaires.

Conclusion
L’inté gra tion des grands modèles de langage en études
parle men taires offre un réel poten tiel pour les cher cheurs. Ceux- ci
faci litent la collecte et l’analyse d’une grande quan tité de données,
tout en permet tant l’étude, la modé li sa tion et la simu la tion des
compor te ments parle men taires. Les LLMs peuvent enri chir l’étude
des parle ments en favo ri sant la compa raison et en comblant les
données histo riques partielles, voire manquantes. Malgré des
résul tats promet teurs comme nous l’avons montré avec la prédic tion
idéo lo gique des députés fran çais par ChatGPT, leur utili sa tion
soulève des enjeux métho do lo giques et éthiques. Les biais, les
hallu ci na tions de l’IA ainsi que les limites tech niques et finan cières
pour raient néan moins affecter l’inté gra tion de l’IA dans le champ.
Une utili sa tion prudente et réflexive de ces modèles est néces saire
pour garantir la qualité et l’inté grité à l’avenir de la recherche en
études parlementaires.
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RÉSUMÉS

Français
L’article explore l’inté gra tion des grands modèles de langage (LLMs) en
études parle men taires. Ces outils, comme ChatGPT, faci litent
l’auto ma ti sa tion de la collecte, l’analyse et la caté go ri sa tion des données
parle men taires (débats, scru tins, etc.), mais permettent aussi de simuler les
compor te ments légis la tifs. Si des pers pec tives métho do lo giques sont
possibles, l’utili sa tion des LLMs soulève des enjeux éthiques, concer nant les
biais algo rith miques et la posi tion même des spécia listes du champ. L’article
présente aussi les résul tats de la prédic tion par ChatGPT- 4 de l’orien ta tion
idéo lo gique de députés fran çais sur la réforme des retraites et la loi
immi gra tion en 2023.
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English
This article explores the integ ra tion of large language models (LLMs) in
parlia mentary studies. These tools, such as ChatGPT, make it easier to
auto mate the collec tion, analysis and categor iz a tion of parlia mentary data
(debates, votes, etc.), and also to simu late legis lative beha vior. While
meth od o lo gical perspect ives are possible, the use of LLMs raises ethical
issues concerning algorithmic bias and the very posi tion of special ists in the
field. The article also presents the results of ChatGPT- 4’s predic tion of the
ideo lo gical orient a tion of French MPs on pension reform and immig ra tion
law in 2023.
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